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ABSTRACT

Time and time Interval have always been of impor-
tance in electrical communications. Ronalds
synchronized eguipment for communicating befween
two locations in L816 and Samuel Morse used
relative time intervals for symbol Tdenftificatlon
in his first commercial electrical telegraph

gystom in 1844, Today, %ime and time interval are
of even greater importance, nervading nearly

every area of the communications Tield., Also,

the radio spectrum 1z hecoming crowded, and more
precise timing can be one ftool for 1ts more
afficient use. As applications of digital communi-
cations increase, there is a concomitant Increasge
in synchronous Lransmission, spread spectrum Urans-
mission, time division multiplexing, Zime divizion
switching, and time divisicon rultiple access to
communications satellites., In the fulure, cxten-
sive high cavacity switched digital communications
retworks will regulire timing coordination among

the many nodes ot the nelwerk,  The uzgo of a
nrecise atandard time such as Coordinated Iniversal
Time (UTC) for fulfilling many of the communications
timing requirements cxpected fo ardlse In the [luture
ashould be considered.

GENERAT, DISCUSSION

At Tirst thought 1t might zcem that the applications of PTTI
in communications could simply be listed and the relation-
ship of each application to PIUTI indicated, It 1s not
really that simple. So clogsely are Lime and time interval
interwoven with electrical communicallons that 1t could
almost be said that they form Lhe very fabric of electrical
communications. A bricf look at Journais ln the fleld of
communications englncering reveals that mozt mathematical
cxpressions employed are (unctions of fime. They occur in
nearly all areas of astudy related to electrical communica-
tilons. This 1s even more evident when we consider that
functions of frequency arc cssentially functlons of time
hecauzsec of the direct corrcspondence between lrequency and
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time resulting from the Fourier and Taplace transforms and
thelr inverses as shown 1in equations (1) through (4).
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Becauge of the relationship establlshed between time and
frequency by thesge two sets of transformations, and also
because of the importance of time and frequency functions

to communications, 1t is often sald that communications
engineers use the dual languages of time and frequency. The
question of whether a time or frequency functlion is a PTTI
function depends upon the frequencies, time intervals, and
time accuracy being used and also upon the definition of
PTTI. TIn gcneral, high frequencies imply high time-
interval accuracy and long time intervals imply high fre-
quency-accuracy. Many applications of time and time inter-
val in communications are candidates for improvement through
increases in precision. Since communications engineers are
g0 congistently involved with applications of time, they
usually don't perceive the extent of this involvement; and
hecause they normally work in terms of phase relationships
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ather than nanoseconds and picoseconds, they usually don't
verceive the depree of time precision that they employ.

To further observe the close relationship between communi-
cations and time (frequency), consider some of the broad
areas of study related to communications enzineering.
Circuilt theory usually includes both network analysls and
network synthesis. In addition to various active elements
in which time functions arc involved, electrical circulft
theory employs three types of passive clements: resistors,
capacitors, and inductors. The properties of these basic
elements are usually defined by their current and voltage
relationships as funcflons of Lime., Tor & glven nefwork
(collection of elements conneocted or couplsd together),
network analysis ls concerred with defermining fhe response
(voltage or current) of the network : g funection of time
(or frequency) for a given excitation (voltage or current)
as a function of time {(cr [reguency). Network synthesis
provides the reverse nrocedure of delining a netwerk to
provide the desired time or frequency response based on
experience from network analysis

[

Fundamental to the studv of electromagrnebic field Lheory

are Maxwell's equationsz and tThe rals eleoetromagnetic wave
cquations used to describe the space-time relationships of
electric and magnetic Tenv

4
Tlelds to tneir enviromment. These
relationships arc important in studying many aveas including
transmigsion lines, resonant electromagnetic structures,
antennas, and the proragation of radioc waves.

There are a number of clectromagnetic devices uged for
communications with oronertics that sre denendent on space-
time relatlonshivs of elcctromagnetic Tiolds, One such
device which Jends i*ﬁe]f tv IL‘u,(ﬁdﬁjOﬂ iz a ring hybrid

shown 1n Wi’fu'ma L. In a twe sevarate slg-
nal paths between ports plenal transit

enals areiving at
from the other

time by one half perlod of Tne :1?&13%
onie of these two parts over tha - :
port will cancel and thers Ls no « ing tetween ports 1
and . 'The same Pelﬁ*ion*ﬁim dtrlLeu to norts 2 and 3.
However, a signal originating at vort 1 will arrive at port
2 with equal transit times Ffor tne two paths and add in
phase while signals on the two paths from vort L will arrvive
atb port 2?2 differing by exactlyv one signal neriod and will
also add in phase. Therefore, there Iz no counlling bobween
ports 1 and 4 except by v1vtur; of reflectlons 1in wnorts 7
and 3, but there is direct courling between nort ! and

ports 2 and 3. Clearly, at WLC?UV’"H froquencisos these time
relationships must be vrecise (nicoseconds at SWF) for the




equipment to function properly. Many electromagnetic field
devices depend upon precise time relationships such as this
which are relatively easy to achieve and which are of great
importance in communications engineering. Also, many
electronic devices used in communications depend for their
operation on the interaction of electrons and electromag-
netic fields. These interactions in turn depend upon the
space-time characteristics of both the electrons and the
electromagnetic fields with which they interact.

Modulation is a process whereby a message signal 1s imposed
on a carrier wave by varying one or more of the carrier
wave's characteristics. In continuous modulation, the
amplitude, phase, frequency or any combination of them can
be varied. If phase or frequency is the characteristic
which is varied by the message signal, this is a time
related process. TIn pulse modulation the parameter varied
by the message signal mlght be the pulse amplitude (PAM) or
the pulse time (PTM). Pulse time modulation (PTM) is
further subdivided into pulse width (or duration) modula-
tion, pulse position modulation and pulse frequency modula-
tion.

These examples provide some indication of the breadth of the
application of time and time interval in communications. Of
course it is far from complete, ag the time relationships

to antennas (phased arrays in particular), transmission
lines, radio wave propagation, diversity transmission tech-
niques, and many other Important areas haven't been dis-
cussed.

Although the applications of time and time interval dis-
cussed above are directly related to the general field of
communicationa, it wmight be desirahle to digcuss some
broader systems considerations and those applications of
recently growing importance. Two important areas of direct
concern to communications systems are the freqguency spec-
ftrum cccupied by the modulated signals and the broad area
of scheduling of message signals, which includes the
important field of synchronization.

The Radio Freguency Spectrum

The radio freguency spectrum 1z a natural resource which
although not expended or depleted by use 1s limited in its
availability and can be wasted by unwise or inefficient
use, New applications of the radio spectrum and rapid
expansion of old applications can be expected to place
increasing pressures on this limited resource.




Availability of precise time and time interval can aid in
the efficient use of the radlo spectrum., Consider, for
example, that much of the military amplitude modulation
voice communications equipment used in the 225 mRz to Loo
miz frequency band in the 1950s and 1960s had 100 kHgz
channel spacing, although 6 k7 or 8 kHz would havc been
suffiecient for the modulation sidebands. The remainder of
the allocated channel bandwidth accommodated frequency
tolerances in transmitting and recciving equlpments.

The appllcation of single-sideband suppresscd-carricr volce
transmissions which require only half the radio frequency
spectrum required for double sideband modulation, was
technically and economically delayved because ol the pre-
cision required of the carrier fregucricy generatced at the
receiver relative to the carrier supprcssed at the Lrans-
mitter. Although single-sideband modulation technigues
have been widely used for frequency dlvision multiplexing
of telephone channels, and have hcen coxbenzslvely used by
radio amateurs for nearly two decades, many users of the
congested high frequency radio bands have only recently
begun to use them.

From these examples alone 1t scems clecar that more precision
in time and frcguency have permitfed improvemecnt in the
effective utilization of the radic freoguency spectrum In

the recent past. Further imnrovement is still needed and
many possibilities for thils improvement exist.

Synchronization

The most rapldly expanding applicatlion of PTTI In communi-
catlons 1s synchronizatlon. This iz largcecly the natural
result of a very ravid cxpansion of digital communications.
Although this expansion of digital communications can be
partially attributed to communicatiocons with digital compu-
ters, 1t 1s also partly due fo advantages fhat digital
tranemission can nrovide for other communicatlons service
such as voice transmission. Digital transmission can
provide signal-te-nolsc advantages for signals that must be
relayed (rcpeated) over long disfances because 10 permits
regeneration of a nearly nolgc-froc slgnal at each relay
point, reducing the accumulation of nolse. Digltal trans-
migeion 18 also convenient wnen cneryotion is required for
military and other avwplications.

Although synchrornous communications are probably growing at
the greatest rate in hisftory, 1t 1 not a now concent.
Perhaps the first truly synchronous communications systemn
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was that operated by Ronalds in 1816 over a distance of 8
mileg (1). In this system he installed clocks which rota—
ted paper discs so as to expose one letter of the alphabet
at a time through an aperture in a cover. When the clocks
at the two ends of the communications system were syn-
chronized, the same letter was visible at the two locations
simultaneously. A spark initiatced by an electrical connec-
tion at one location coincident with a specific cxposed
letter would occur and be obgserved at the other location
coincident with the same exposed lettcr.

This, of course, is a close relative of the teleprinters so
widely used during the last few decades. In these tele-
printers, instead of one pulse per letter (or symbol),

each characfter is composed of a 5-bit code group preceded
by a start pulse and followed by a stop pulse. Presencc

or absence of individual pulses in the 5-bit code group

can form 32 combinations to identify 32 different symbols.
Because of the start-stop mode of operation it is only
neceagary to maintain the required synchronism during the
transmisslion of a single symbol. Synchronism ig aubto-
matically reestablished at the beginning of the next symbol.
Obviously, the start-stop mode of transmission wastes con-
siderable transmission capacity by transmitting both start
and stop pulses with each symbol. Much of this capacity
could be more usefully applied il a long string of equally
spaced bilts were transmitted with only occasional syn-
chronizing pulses to permit synchronization of the receiver.

In digital communications it is desirable to maximiwe the
ratio of the peak signal to rms noise for each bit (or
symbol) so as to reduce the bit error rate. Onc method of
doling thils 1s by using a correlation detector in which

the product of the recelved sgignal and a noise~free replica
of each of the possible waveforms is Integrated over a
waveform period. If the possible waveforms are orthogonal,
the regulting integration will maximize the signhal contri-
bution in the integration corresponding to the ftransmitted
aignal, while only the noise will contribute to the others.
Obviocusly the receiver must know when to start and stop the
integration process; l.e., 1T must be synchronized to the
received signal.

The relatively straightforward process of transmitting
binary digits over a point-to-point transmission link
connecting a transmitter and a synchronous receiver has
been commonly applied for several years. Its application

i1s increasing and higher bit rates are being used. However,
there are several other applications of digital
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transmission which provide new dimensions to the applica-
tion of PTTI.

Spread Spectrum

Consider the frequent reqguirement for resistance to inter-
ference, either deliberate or accidental, or consider the
need for covert communications wherc it ig desired fto ful-
111 the communication requirement while minimizing the use
of the communication signal for purposes of detecting and
rogition-fixing the =zource of the signal. The same type of
solution can be applied to both of these problems: Spread
Spectrum communlications (2). In a sprcad spectrum trans-
mittecr, the RI carrier i1z subjected fo a double modulation
process, one by the message signal and the other by a
spectrum spreading sequcnce. The most widely used method
of spectrum sprcading has been phascd shift keying by a
high-apeed sequence, where "high sgpeed" means much faster
than the bhaseband data rate. The seguences used for

spread spectrum transmission are called pseudo-noise
sequences because tThey possess properties like those of
random sequences but are systematic and easy Tto generate,.
Another spread spectrum technique called Trequency-hoppling
employs frequency shift keying to a large number of possi-~
ble frequenciles.

When either of these technicues arc uscd, a correlator in
the receiver performs the inverse process of fthat performed
by the spread spectrum modulator. For each phase reversal
or fregquency shift apnlied at the apread svrcctrum modulator,
a corresponding complcmentary phase reversal or freguency
shift 1s applied at the correlator when the signal arrives
there. This returns the message modulated carrler to its
original bandwidth whilec at the same time spreading the
interference (the action of the correlator) in the same
manner that fthe message modul:  :d carricr was spread at the
transmitter.

Quite obviously, timing 1s an esscntial reguirement. The
replica of the pseudo-nolse waveform generatced at the
receiver must be accuratsly synchronizcd f£o that of fthe
arriving signal in order to recover the message modulated
carrier. A major problem 1z to inttially bring the
receiver timing to within a fraction of a psecudo-noise code
element of the received signal. One method of doling this
is to slew the receiver timing across the time uncertainty
interval until the slgnal nower is obhscrved in the message
demodulator. The desirability of minimizing the time
uncertainty between the transmitter and the recelver is




quite obvious. This is particularly true when synchroniza-
tion must be acquired during severe interference or inten-
tional Jamming.

Time Division Multiplexing

We can expecct that some time 1iIn the future a switched
digital communications network will connect many remote
parts of the world and that such a network will employ time
division multiplexing and/or time division switching.
Figure 2 illustrates, in analog form, a time division
multiplexer in which bits arriving on four separate
channels at the left are interleaved into a single bit
stream on the right. Each bit in cach stream entering from
the left must arrive at cxactly the moment that it is
needed to fill its assigned time slot in the multiplexed
bit stream. Because of variations in fransmission delays
(transit time) and differences in clocks at different
nodes, the probabllity of each bit arriving from another
node at exactly the moment when it is needed iz very small.
In a practical application, provision must be made to be
sure that the bits will be available at the moment they are
needed.

Figure 3 illustrates a method of accommodating the varia-
tions in time of arrival of bits from other nodcs. Storage
buffers in each iIncoming data stream act ag reservoirs in
which the bits are temporarily stored. The nodal clock
removes tThem from storage at exactly the right moment for
them o fill their assigned time slot in the multiplexed
bit stream. However, the clocks at the other nodes must
be coordinated well enough with the local clock to asgssure
that the buffers will nelther overflow nor empty. Note
that in a swltched network the channels £o be multiplexed
at any specific multiplexer can originate anywhere 1in the
network so that all nodal clocks are involved.

Many methods of providing the required ccoordination of the
network clocks have been proposed, and some are in use (3).
They include precise independent clocks, master-slave,
external time reference, mutual synchronization, and time
reference distribution.

In the independent clocksg technique there iz no timing
communication between nodes. FEach node has its own
precise frequency clock, Since these clocks have slightly
different frequencies, timing errors accumulate and 1t 1is
necessary to occasgionally interrupt traffic to reset the
storage buffers.
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The master-slave technique 1s perhaps the most obvious and
straightforward. Tn this fechnique all nodes are slaved

either directly or indirectly to a single master clock by
phase locking the local clock to a received bit stream.

In the external time reference technique each node rececives
its time reference from a source external to the network,
such as a Loran-C navigation signal, =so that all nodal
clocks are set to the same time within some tolerance.

In the mutual technique, each node adjusts the freguency
of the local clock in such a way as Lo minimize the phase
difference between itself and some welghted average of the
phases of the received signals.

In the time reference distribution tdchnique, all nodes arc
kept within a specified time tolerance of the master nodo
(4). Nodal clocks run independently most of thc time but
are occasionally updated. Time refcrence nformation is
transfeorred between all connected nodes with the effects

of transmigsion time removed, but the time reference used
at any node is that which comes over the best path to the
highest ranking node. At each node, a simple sget of rules
is applied to information rccelved from adJacent nodes s
as to assure the sclection of the bhest path fo the highest
ranking surviving node (5). The effects of signal transit
time on time reference transfers over high capacity duplex
digital transmission links can be removed by a simple

procedure (N, 6) (sce appendix).

One suggested method of providing the required clock coor-
dination in a large digital communications network extend-
ing over a major part of the earfth uscs several of these
basic technigues, each where 1t iz best suiftcd to the

needs of the system, in a nctwork referencaed to Coordinated
Universal Time (UTC) (&), Ti 1s llustrated in Tigure 4.

Tn this system, the highest level of The timing hierarchy
comprises the satellite torminals because satellite 1Links
have superior capabllity for making preclse time transfers
over very long distances. Time reference distribution is
used for the major nodes (anv nodce connecled to more than
two other nodes). Minor nodes and TBXs have Lhelr nodal
clocks slaved either directly or indirectly to tLhe major
nodes by phase locking them to received signals. 5Since

the entire network is rcfercnced to UPC, 1f zome malor node
should have trouble getting a time reference via the nor-
mal time reference distribution, a Loran-C recelver or

some other external UTC reference could be used temporarily.
As a last resort backup, all nodes are provided with the
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capability to operate in the independent clock mode, in
which traffic must occasionally be interrupted to reset
the buffers in order to prevent them from either over-—
flowing or emptying. This provides a very highly redundant
and dependable system in addition to a number of advantages
resulting from having an accurate time available at all
nodes (see appendix).

Time Division Switching

A time division switch is a device which interchanges
communications time slots for the purpose of performing

the switching function (7). This is illustrated in Figurc
5. The time dilvision switch has the capability of connect-
ing an incoming channel in any time slot on any received
digital transmission link to an outgoing channel in any
time slot on any transmitted digital transmission link. In
Figure 5, the channel o of time slot 1 of the received
signal AR appears in time slot 1 of the transmitted signal
Bp while the channel B of fime slot 2 in the received
signal BR appears in time slot 3 of the transmitted signal
Ap., In effect, the time division switch performs both
multiplexing and switching functions. TIn a switched digital
network, the time division switch has timing requirements
similar to those of time division multiplexers in a syn-
chronous network with space division switches.

Communicatlions Satellites

Communications satellites are becoming increasingly impor-
tant in the field of communications. For various reasons,
including cost, it is desirable to serve a large number of
users from each communications satellite. Because of the
complexity that would be required to provide separate
transponders for each pair of users, it 1is desirable to
provide a large number of accesses per satellite transpon-
der. Although there is some overlap and hybrid systems
are possible, there are four basic categories of multiple
access (8).

Frequency Division Multiple Access (FDMA) is characterized
by allocating an orthogonal fregquency channel to each
accegg., It ig the least dependent on PTTI techniques of
all multiple access techniques, but it is difficult to
maintain orthogonality through the transponder for a large
number of channels while efficédiently using the transponder
power.

Time Division Multiple Access (TDMA) allots separatc time
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3lots to each user. With proper network timing (PTTI appli-
cation), it is a truly orthogonal system (because onec user
at a time has exclusive usc of the transponder) which is
cnergy efficlent, bandwidth efficient, rcadily achlevable
and i3 relatively insensitive to transvonder characteristics.
Although 1t is vulnerable fo selecctive Jamming and requires
atorage buffers, TDODMA appcars to he ane of tThe most atirac—
tive methods of multiple access,

Spread Spectrum Multiple Access (38MA)Y 48 a coded multi-
plexing technique. Although orthogonal codes could bhe used
fo achleve orthogonal channels, quasi-orthogonal codes are
attractive to remove the roquirement 'or nrecise network
timing and control. Of coursc, even with cuasi-orthogonal
operation, each recelver must be accurately synchronized 4o
the recelved code for its varticular channcl, and the other
quasi-orthogonal users will avpear az indonendent additive
noise. For quasi-orthogonal operatlon 25MA requires no
central nctwork timing and nas inhercnt aniijam capability
with a large numbor of possible addr out ite energy
efficiency and its bandwidth offlciency ars poor and it
requlrcs up-link power coordination.

Pulse Address Multiple Access (PAMAS Zike 28YA allots

separate codes to each user, buft it also uses on-of ampli-

tude modulation In addition 1o pha
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L

or frequency coding,

Lity and does nol

of tho rocoiv-

require network timing {(only synehroniz:
er to the code of tho degired recolved

multiple access efficicney in a non’s
using a hard limitinge transoonder.

The {ime divigiorn mulftinie
one ol the most attracii s«
is illustrated in Figure f
transmit to a singlc fransnond i
signal from each ground LYerminal 1=
it will arrive al thno ac

2 a0l
Cerminals

B I S, M, -
Llice. e

rect v Timed so thatl
correct monont Lo

L.
1
|

117 its time slof. Jrarianonder are
therefore retranasmiitod corract In Tasyiam inon

single signal whicn ig roce'vad hy all zround Lesrinals.

Some Ceoncluding Obserw

[N R

Although aprnlications o
clectrical communical’ion
cation is for synchronis

2

rapidly exvanding usc of digzd

7 pervade
e most .
ton., This rosu

£tal communicait

r
¢




most applications of PTTIL for synchronization of digital
communlications have been for individual node to node digital
transmission links or for individual channels transmitted
over analog transmission facilitieszs employing modems at

each terminal. In both of these applications, the signal

to be synchronized consists of relatively short (in numbers
of bits) periodic time frames and there 13 no digital multi-
plexing of signals fTrom different scurces. It is relatively
simple to phase lock the receiver to the recpetitive frame
code of the received szignal bccause the teotal timing uncer-
talnty can never exceced the length of a frame.

In order to prescrve degirable characteristics of sprcad
spectrum transmission, it is undesirable fo usec codes with
a short repctition period so that codes with very long
periods arc used. Thisg long frame periocd places no effec—
tive 1limit on the sizc of the time uncertalinty so that it
is desirable to 1limit it by other means, such as accurate
clocks.

With complex switched digital networks cmploying time divi-
sion multiplexing, not only must reccivers be synchronized
with the received signals, but all remotcly located origil-
nators of digital channels that must be capable of being
time division multiplexed with one another somewhere in

the network must be adequately synchronized with one another.

With communications satellites employlng time division mul-
tiple access, not only must the ground terminal rccelvers
be synehronized with the rcceived signals, but the arrival
of the signals received at the satcllite from different
ground terminals must be synchronized so as to not overlap
and interfere with one another.

A1l of these synchronization problems could either be
golved or greatly alleviated if an accurate standard time,
e.g. UTC, was avallable wherever it was needed. For some
applications, such as low frequency radio communications,
the availability of such an accurate standard time will
permit communications to be prearranged on an accurate
schedule that will reduce or eliminate the message exchange
used only to establish communications. At extremely low
radio frequencies, not only could the accurate time be

used to predeterminc the time of occurrcnce of a bit, but
it could also be used to determine the phase of the received
signal.

An application where availability of a standard time such as
UTC would be very advantageous would be at all major nodes
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of a large, complex, switched digital communications net-
work consisting of many nodes covering a large geographical
area and interconneccted by high capacity duplex transmis-
sion links. It is interesting to observe that such a
network also has the desirable combination of characteris-
tics by which it could cfficlently distribute the standard

time reference, e.g. UI'C, to wherc 1t 1s needad,

The use of auch a standard tTime in communications appli-
cations can have the samc advantages as standardization in
any anpplication. TL will reduce Interfacing problems,
provide a common bazis for mecasurement and permlt the use
of alternatc sources. The uze of the same Time standard
for all dlgital communications systems would make 1t con-
venicnt to temnorarily combine independent communications
operations into networks for thelr mutual support whenever
desirable. [n addition, the actual process ol distributing
a time rolerecnce through o highly connected digital commu-
nications network can be a uscful tool for self-monitoring,
and other zimilar advantages are conceivable, The usc of
the same time standard, (UT2) for all communicatlons and
navigation systems would enable thom To nrovide baclkun Tc
onc another in the timing function. Zecauss of advantage
such as these, the relationshiv between the utilifty ol =z
standard time (UIC) at all major nodes of a aswitched
digital communications nctwork, the unigue capabllity of
zuch a network to digtribute the Lime standard Lo these
nodes, and the likelihood itnhal now applications for this
accurate time reference will arise once it is avallable,
should be given carcful consideration.




Apnendix

In the suggested intcgrated timing system for time division
multiplexed switched digital networks (6), several basic
timing techniques including external time references, time
reference distribution, slaving, and independent clocks

arc all used 1in the samo network, which is referenced to
Coordinated Universal Time (UTC). This system employs time
rcfercnce distribution (U4) among the major nodes of the
network to keep clocks at cach node very closc to the time
of the master which is rcfercnced to UTC. Minor nodes are
slaved either directly or indirectly to the major nodes by
phase locking their clocks to received signals, Since the
network is referenced to UTC an external UTC referecnce can
be used fTor a backup anywherc in the network. The inde-
pendcnt clock mode of operation can zerve asgs a last resort
hackunp, but its use will reguire occasional interruption

of tralfic fo reset buffers. There arc three major func-
tions related to time reference distribution among the
major nodes of the network: measurcment of the local
clock's time error, correction of the fime error in the
local clock, and selection of the paths over which the

timec reference will be distributed from the master (ulti-
mate reference) through the network, including selection of
a new master when necessary.

Digital transmission normally uses a framing code to allow
the receivers to be accurately synchronized Lo the received
signals. These frame synchronization codes can be ini-
tiated by the nodal clock at each transmitter, their time
of arrival can be mcasurcd by the nodal clock at each
recelver, Neglecting noisc, the measured time difference
between the received synchronization code and the nodal
clock at the recciver is due to two sources: fLhe transit
time of the signal, and the time difference hetween the

two clocks. Let TA be the time of the clock at node A,

Tp bc the time of the clock at node B, Dpp be the signal
transit time froem node A to node B, and Dgp the signal
transit time from node B to node A, Then, the time differ-
ence measured at node A bheftween the synchronization code
received from node B and the Tocal clock at node A is

given by equation (1A).

K. =17 ~ (7. - D (1A)

The time difference measurcd at node B 1s given by equation
(20).
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Kp = T

B B (24)

- (TA - DAB)

Node A transmits the measurement Kp to node B, and node B
fransmits the measurement Ky to node A. Subtracting XKp
from Kp and dividing by 2 gives equation (34).

KB - Ky + DBa - DaB
2 2 (34)

When the transit times in the two directions are the same
(Dgp = DaR), they cancel, giving the time difference
between the two nodal clocks with the ftransmission transit
times removed. Normally, for high capacity transmission
1links, the difference in transit time in the two directions
will be very small and the last term of (3A) can be ne-
glected.

Although this discussion has assumed that the framing code
i1s used for time comparison, under some circumstances 1t
might he preferable fo use a low-level spread spectrum
signal superimposed on the transmitfed data signal.

After the time diffecrence between clocks at two adjJacent
nodes has been measured, 1t might seem natural that the
node taking a time reference from the other node would
immediately correct ifts clock for the benefit of other
nodes which use 1ts clock as a refercence; but the resulting
disturbance might bec undegirable. It secms preferable to
place a 1imit on the maximum rate of clock correction, such
as one nanosecond per second (except during the initial
setting). In order to provide an accurate reference for
each node farther along a fandem string, each node
transmits to its ncighbors its measured but uncorrected
error. When this information is combined with the measured
time difference hetween nodal cleocks, an accurate time
reference 1s provided. This makes it possible for the
correction of the nodal clocks to be rclatively independent
from the accurate distribution of iime.

Two types of information transmitted by each major node
to 1ts neighbors have already been menticned. By assign-
ing a unique rank to each clock in the network and adding
some additional types of information that are ftransmitted
by each node to ifts neighbors, a simple set of rulesz can
be used at each node to =zelccet its time refcrence {rom
the neighboring node that will provide the best timing
path to the highest ranking node 1in the network. Such a
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systematic approach for selecting slaving paths in a master—
glave network was described by Darwin and Prim (5).

It might be desirable for each node to transmit six types of
data to its nelghbors. These are:

Tl. The time difference between the local c¢lock and the
clock at the other end of the 1link as observed at the local
clock (This time difference includes transit time).

T2. The measured but uncorrected error in the local clock
relative to its ultimate master reference.

T2. The rank of the node used as the ultimate master ref-
crernice for the local clock.

T4. The merit (demerit rating) of the transmisgion path
over which the time rcference information is passed from
the ultimate reference clock to the local clock.

T5. The rank of the local clock. (It is necessary to
transmit thils information because a node may have more than
one clock with significantly different ranks.)

T6. Delay interval information. (This is information that
can be used by the node to determine how long 1t must wait
after tentatively selecting a new neighboring node as
immediate reference before it may actually start using 1t
ag a reference for its own clock.)

The first two types of information are used to provide time
reference information over every transmission link con-
necting major nodes (6). This provides a high degree of
redundancy (with the resulting reliabllity and survivabill-
1ty). The rest of the information is used at each node

to select a time reference from the neighboring node that
will provide the best time reference path to the highest
ranking node. The rules used at each node are:

Rule 1. A node initially cntering the network will
temporarily referencec its own clock until a better selcc-
tion is made.

Rule 2. Whenever the link or neighboring node used for
immediate time refercnce fails, the node will temporarily
reforence its own c¢loeck until an alternate selection 1is
made,

Rule 3. If a neighboring node being used as the immediate
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reference should have a change in itas ultimate reference to
one of a lower rank, the local node will temporarily ref-
erence its own clock until an alternate selection (which
could be the samc one agalin) ig made.

Rule 4. The third of the six types of data above, as
received, provides the rank of the master time reference
used by each connected node. The time refercnce for the
Tocal cloeck is taken from the cennected node which uses the
highest ranking clock ag 1ts ultlmate mastcor time velerence.
However, 1f the local clock outranks the others, the local
clock (perhaps employing an esxternal UTC refcrence 1T avall-
able) iz used as reference. If any ftwo links come from
nodes ult lmately referencing the same highest ranking clock,
the criterion 15 lnconclusive and rule 5 must be applied.

Rule 5. The fourth tvpe of data above provides information
about the merit (actually demerit) rating of the path from
each connected node to the '?fim te mastor time reference.
Combining thisg information the krown mer'i (demeorit)
of the path from tne local o fThe connoceted node zlves
the overall merit ! .1;"f;, r mr for nat o the master
reference tThrough cact nk enterlinz Tho t o When She
test of rule 1 1z Tnconcliusive hoca > more than one of the
immediate {ime references geluiel rom nodes wlitimately rof-
erencing the same highogt C]ﬁck, sze this Tourth
type of data to zselect ’“om dmﬁn Lhem the time reference
that comes over the transmiszslon nath w*th > highest
merit, 1.e., fthe ono with the best Time o capa

Tf two or more of fthese come over v T g

ezt merit rating, this &

rule & musl be annlied,

Rule 6. The fifth Lyne
the clock at each noirg
node. When the ¥
thias £ifth Lype of data 1
links with ultimate tTime
highest ranking clock,
merit rating, that one wi
directly connectoed nodo.
decision.

Rule 7. I no tTime refessnocn
divert to the froe-runy

accuralte lndcwendent c

data storage nulfers al Lhnls and nol
have tTo resct occasiorng! oy i ¢




frequency crror that will exist at the local node.

When a node must revert to its own clock due to a failure,
as required by rules 2 and 3, therc probably will still be
obsolete information in the network, i.e., some nodes will
be indicating that they are referencing the node that is
failed. This results because of the length of time
required for the information to disseminate to all nodes
that were using the failed node. The Information only
progresses one node farther from the failed node for each
information exchange period. The sixth type of informa-
tion above 18 used to assure that this obsclete information
hag had time to have been swept from a newly selected
immediate (neighboring node) reference before a node is
permitted to reference it.
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servatory (USNO), Air Force Guidance and Metrology Center
(AFGMC), or Loran-C. Major nodes use Time Relerence Dig-
tripution or option for external time reference (Toran-C).
Minor nodes, PB¥Xs, and subscribers slaved fto reccived sig-
nalz. All nodes capable of Indepcndent clock mode of opnera-
tion.

Fig. Lb-—Suggested Timing System for Digital
Communications Network
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