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ABSTRACT

This paper considers a satellite-based
passive radio navigation system that is
capable of providing highly accurate navi-
gation fixes to properly eqguipped users.

For the user to access such a system he
must be equipped with a receiver that in-
¢ludes a local oscillator which maintains

a time base and generates frequency infor-
mation required for signal acquisition and
for pseudo-range and pseudo-range-rate
measurements. This paper examines the im-
pact of receiver quartz crystal oscillator
errors on user navigation performance. A
model is developed which describes environ-
mentally-induced oscillator errors. This
error model is incorporated into a simula-
tion to assess the impact of environmentally-
induced oscillator errors on user navigation
performance. The analysis considers both
basic oscillator performance and the effect
of environmentally induced errors including:
oscillator warm-up, temperature, vibration
and acceleration sensgitivities and the
effect of a shock to the oscillator. Meth-
ods are prescnted with which the receiver
software may be designed to reduce the im-
pact of the significant error sources.

*This work was performed in support of the
Air Force Avionics Laboratory under Con-
tract No. F33615-75-C-1112. The program
was funded by the U.S. Army Satellite
Communications Agency.




INTRODUCTION

Recent advances in technology have demonstrated the feasibil-
ity of a satellite-based passive radio navigation system that
will be capable of providing highly accurate navigation fixes
to properly equipped users (Ref. 1). TFor the user to access
the satellite navigation system he must be equipped with a
receiver that includes a local oscillator which maintains a
time base and generates frequency information required for
signal acquisition and for pseudo-range and pseudo-range-rate
measurements. A relative phase offset between the user clock
and the satellite clocks will lead to pseudo-range errors
while a frequency offset in the user oscillator introduces
pseudo-range-rate errors. This paper examines the impact of
quartz crystal oscillator errors on user navigation perform-
ance for such a satellite navigation system.

In order to properly assess the impact of environmentally-
induced quartz crystal oscillator errors on navigation perform-
ance a comprehensive model of the oscillator error behavior

must be developed. The complete error model will include a de-
scription of the intrinsic instability of the oscillator as
well as the environmentally-induced errors. The model for
intrinsic instability follows directly from a consideration
of the frequency stability of a specific oscillator and has
been developed previously (Ref. 2). This paper presents the
development of an error model which describes the effects of
the environment on a quartz oscillator. The error model is
then utilized to assess the degradation in navigation perform-
ance for an airborne user which arises from the use of the
receiver oscillator in a realistic (non-ideal) environment.

QUARTZ CRYSTAL OSCILLATOR ERROR MODELING

The prototype for the quartz crystal oscillator error model
to be considered is shown in Fig. 1 with

§¢(t) = total clock phase error in
seconds at time t

6¢(t0) = 1initial phase error (seconds)

Gf(to) = initial fractional frequency
offset (dimensionless)

SE(tO) = initial fractional frequency
drift or "aging" (seconds‘l)
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a; = spectral level of white noise
driving the flicker noise
model (dimensionless)

§t = environmentally-induced frac-
env .
tional frequency error

R=16929
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ENVIRONMENTAL
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Fig. 1 Prototype Quartz Crystal Oscillator

Error Model

As mentioned above, the methodology for constructing the
basic oscillator model has been presented in an earlier pa-
per (Ref. 2). This paper will deal only with the develop-
ment of an environmental effects model for a quartz oscil-
lator. A completely general error model for environmental
effects would bhe prohibitively complex. However, il certain
assumptions are made about the form and number of environ-
mental influences, then an environmental effects model can
be developed for a specific device. 1In the following para-
graphs the effects of temperature, warm-up, acceleration,
vibration and shock on a guartz crystal oscillator will bhe
discussed.

Temperature - A guartz oscillator responds to a change in
ambient temperature with a shift in frequency. The relation-
ship between this frequency shift and the temperature change
varies from oscillator to oscillator and may be quite non-~
linear. When i1he oscillator is incorporated into the navi-
gation system receiver, a linearized coefficient relating

the frequency shift to a temperature change can be obtained.
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For temperature excursions about a nominal receiver operat-
ing temperature (assumed to be =60°C) the assumed linear
temperature drift coefficient for this study is

Kiy = 1 x 10-10/0cC,

The frequency shift, which results from a temperature change,
does not occur instantaneously due to a "thermal lag' in-
herent in the oscillator. The temperature-regulating oven
surrounding the quartz crystal is the main contributor to
this lag. The typical oscillator thermal response shown in
Fig. 2 can be adequately described by a simple first-order
system as depicted in Fig. 3. The time constant, 1, , de-
pends upon the number of ovens surrounding the crystal. For
a single oven device Tt,, is on the order of 80 minutes.

The error model shown in Fig. 3 represents the response of the
crystal oscillator to an arbitrary temperature variation. In
order to utilize this model the input temperature varia-

tion must be described quantitatively. It is obvious that
differing users will encounter vastly different environmen-
tal conditions. These dissimilar environmental scenarios
will result in mission-dependent temperature fluctuations
outside the receiver. These variations are not transmitted
instantaneously to the crystal oscillator due to the moder-
ating influence of the receiver thermal mass. Assuming
random temperature variations, the ambient temperature sur-
rounding the crystal oscillator is reasonably modeled as a
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OSCILLATOR TEMPERATURE VARIATION ERROR MODEL R-16930
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Fig. 3 Quartz Crystal Thermal Error Model

first-order Markov process., The parameters of the process,

rms value and time constant, must be chosen to reflect the
temperature variations outside the receiver and the moder-
ating effect of the receiver. For a typical receiver the
rms value of the temperature fluctuations near the crystal
oscillator is expected to be on the order of 3°C with a
time constant (Ta) of 100 minutes.

Warm-up - Figure 4 shows the fractional fregquency error ver-
sus warm-up time characteristics of three quartz crystal os-
cillators. The three oscillators exhibit vastly different
behavior which is not amenable to direct analysis. The
dashed line in the figure describes an exponentially decay-
ing envelope (the plot is semi-log) which can be vicwed as

a statistical bound on the f[requency error. The warm-up
fractional frequency error variance (O%fw) for this expo-
nential model is

52 = 42 e_Zt/Tw
Sfw Tw
. 2 -10 0 e
with Ow = 1 x 10 and Lw—lOO seconds.
Acceleration - A constant acceleration introduces a frequen-
cy offset in a quartz oscillator proportional to the magni-
tude of the acceleration, i.e., of, = K la|. The coeffi-

cient of proportionality, K_., is depend%n? upon the orien-
tation of the acceleration %ector with respect to the crys-
tallographic axes of the quartz crystal. A worst casc value
is Ky = 1 x 10‘9/g.

Vibration - Vibration introduces sidebands (at the vibration
frequency) into the spectrum of the signal from a quartz
crystal oscillator. These sidebands produce a frequency
error which is dependent upon the oscillator sensitivity at
the vibration frequency. Figure 5 presents the results of
measurements of the fractional frequency error (averaged
over a 10-second interval) arising from the lateral (sinu-
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FRACTIONAL FREQUENCY ERROR, Af/f, (= 1077
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soidal) vibration of a quartz crystal oscillator. The
worst case response is adequately modeled by the resonant
second-order curve which is superimposed upon the data. In
lieu of a well-defined spectrum for the vibration in an op-
erational environment the baseline model will assume 2a
white noise input with spectral level

.

oH L2
aQ, = 0.02 g7 sec.

The model representing the frequency error due to vibration,
8f , is shown in Fig. 6. The parameters of the model are
obtained from Fig. 5. The resonant curve in Lhe figure
corresponds to a natural frequency, wg, of 754 rad/sec and

a damping ratio, ¢ = 0.1. The constant K, is the lateral
vibration drift coefficient with a value of 6 x 10*10/g
from Fig. 5. As expected, the vibration coelficient Ky is

very closc to the g-sensitive drift coefficient Kg'

Shock - When a quartz crystal oscillator is subjected to a

shock, a permanent frequency offset results. No specific
values are available (at tLhis time) for the magnitude of
lhis offset during the shock ut step [ractional freguency

shifts on the order of 1 x 107Y have been observed follow-

ing shocks of 15g to 60g. A reasonable model for the effect
of a shock of short duration (=1 msec), occuring at Lime L.
is a step fractional frequency shift (ﬁfHET Yy of 1 x 1079,
In the previous paragraphs models werce developed Lo de-

sceribe the frequency corrors which arise [rom perturbations
in the oscillator's environment. The total fractional fre-
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quency error due to environmental effects, 0fany, 1s the
sum of the individual errors resulting from temperature
changes, oscillator warm-up, acceleration, shock and vibra-
tion effects, vizm,

éfenv = Sft +‘6fw + Gfa + st

lts + 8L

The environmental effects model can be combined with the in-
trinsic instability model of the quartz oscillator as shown
in Fig. 1. The error state vector for the quartz crystal
oscillator error model is given in Table 1. Two error
gsources are not included explicitly in the state vector.
The error arising from the acceleration of the oscillator
(i.e., 6fy = K, |a|) is more appropriately modeled as an
additive quant%ty. The second error source, which will re-
main unmodeled, is the effect of an impulsive shock to the
oscillator. Although it is unmodeled, the impact of such
an unanticipated shock will be examined in this paper.

TABLE 1

QUARTZ CRYSTAL OSCILLATOR
ERROR MODEL STATE VECTOR

STATE SYMBOL DESCRIPTION
1 8¢ Phagse Error
2 St Frequency Error
3 s Frequency Rate Error
4 X1 Flicker Noise
5 Xpp Intermediate Flicker Noise State
6 Gft Frequency Error (Thermal Model)
7 Xy Temperature Variation
8 5fw Frequency Error (Warm-up Model)
9 va Frequency Error (Vibration Model)
10 X, Intermediate Vibration Error State

USER EVALUATION SCENARIO AND ERROR MODELS
The analysis of the airborne user performance employed a

simulation program developed at TASC in order to investigate
the effects of environmentally-induced errors. The airborne
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user (helicopter) trajectory is illustrated in Fig. 7. The
user initially processes one minute of measurements while
stationary to calibrate the receiver clock. After takeoff
the helicopter makes turns at a maximum of 15 deg/sec, ac-
celerates at a maximum of 2.5 mps/scec and changes altitude
at a maximum of 3.0 mps.

An inertial navigation system (INS) is included in the user
formulation to provide accurate short-term navigation be-
tween measurements. A barometric altimeter is also includ-
ed to bound the vertical channel of the INS. Thc measured
altitude is used in a closed-loop fashion to damp the
altitude errors. TFor the airborne user performance analyses
considered in this paper, pseudo-range and pseudo-range-rate
measurements are obtained simultaneously from four of the
satellites in view cvery 10 seconds.

Two error models are reguired for the gencration of user

performance projections. The first is a model describing
the "real world" errors. This model would ideally be a com-
plete description of all significant error sources which im-
pact upon user navigation pecrformance. The second model,

which is a deliberately simplified description of the '"'real
world'" errors, is implemented in the user Kalman filter.
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t = 500 sec
VEL: 30 mps
ALT: 75m
50.04, -89.95
t - 300 sec
VEL: 75 mps
ALT: 180 m
50.03, -29.975
1=210s0c 50.02, -99.95
VEL: 30 mps £ = 250 sec
ALT: 30 m VEL: 75 mps
ALT: 150 m
LATITUDE,
LONGITUDE
(dey) \
£y
50, -100
t =0 1to 60 sec
VEL: 0
ALT: 0
Fig. 7 Adrborne User Trajectory
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The '"real world" error model includes a description of the
satellite navigation system errors, the user INS errors and
a user clock error model. The satellite navigation system
errors, as implemented in the simulation program, include
satellite clock and ephemeris errors, signal propagation de-
lays (ionospheric, tropospheric and multipath), and receiver
noise and quantization.

The user clock error model was developed above. The 10-gstate
clock error model includes a description of the effects of

temperature, warm-up and vibration. Errors which arise from
acceleration and shock are not explicitly included in the
error state vector (see Table 1). However, these two error

sources are included in the description of the "real world"
and their effects on user navigation performance will be
evaluated.,

The user Kalman filter (Ref. 3) estimates the 20 user navi-
gation and clock errors summarized in Table 2. The user
position and velocity errors are referenced to a locally
level [north (n), east (e) and down (d)] coordinate system
located at the instantaneous user position. As indicated

in Table 2, INS errors are characterized by gyro drift (with
bias and random walk components) and accelerometer bias
error terms, This model will provide a reasonable descrip-
tion of INS errors during the short (=8 minute) mission
under consideration. Since the purpose of this paper is to
discuss the effect of user clock errors, a more detailed INS
error model would be undesirable. The user filter does not
include a model of any environmentally-induced errors in the
user clock. In addition, the state modeling the effects of
aging has been deleted in the filter model since the total
mission duration is shorter than the time required for the
effects of aging to become significant,

The user filter formulation assumes that the user is equip-
ped with a multichannel receiver to allow the simultaneous
processing of pseudo-range and pseudo-range-rate information
from four of the satellites in view. The filter-assumed
receiver measurement noise levels are 7.5 m (rms) and 0.15
mps (rms) for pseudo-range and pseudo-range-ratc, respec-
tively. Errors due to the ionospheric and tropospheric
effects are assumed (in the filter) to be compensated to
within the measurement noise and are not correlated with

the other error sources,
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TABLE 2

STATE DESCRIPTIONS FOR 20-8STATE
AIRBORNE USER FILTER

STATE

NUMBER SYMBOL DESCRIPTION

GRn North Position Error

GRe East Position srror

§h Altitude Error

North Velocity Error

East Velocity error

Down Velocity Error

Platform Misalignment About North
Platform Misalignment About East
Platform Misalignment About Down
Barometric Altimeter Frror

North Gyro Drift

East Gyro orilt

Down Gyro Driftn

North Accelerometzr Bias Error
East Acceleromcter Biag Brror
Down Accelerometer 3Bias Error
Phase Error

Fractional Frequency FError
Flicker Noise

Intermediate NMiicker Noise




USER PERFORMANCE PROJECTIONS

This section will present user performance projections

which predict the impact of cnvironmentally-induced receiver
clock errors on user navigation performance. The results
are given in the form of user estimation errors and the rms
estimation error envelope (standard deviation boundary) pre—
dicted by the user Kalman filtecr. Each error source model-
ed above is introduced into the '"real world" error model
separatcely and its effect ‘on user navigation performance is
assessed by comparing the resultant navigation errors with
those of a baseline run in which environmentally-induced
errors were dcleted. The following paragraphs discuss the
impact of the various error sources.

Baseline - The baseline performance of the airborne user is
indicative of the navigation errors which arise from naviga-
tion system errors (satellite ephemeris and clock errors,
signal propagation errors, etc.) and user dependent errors
(INS error sources and the nonenvironmentally-induced

clock errors). This performance is illustrated in Fig. 8
for the trajectory of Fig. 7. The peak in horizontal velo-
city error at the first turn is due to a residual hcading
error which couples the acceleration experienced during the
turn into the horizontal velocity error. This makes the
heading error highly observable, such that pseudo-range-rate
measurements during the turn calibrate the heading error.

Temperature and Vibration -~ The impact of the oscillator
temperature and vibration sensitivities on user navigation
performance was minimal for the assumed levels of random in-
puts. In both cases the projected user performance was in-
distinguishable from the bascline values, It should be
noted, however, that a strong sinusoidal vibration near 120
Hz (see Fig. 5) would result in a large frequency error and
could lead to a degradation in user navigation performance.

Warm-up - The impact of quartz crystal oscillator warm-up on
user navigation performance is considered next. It was
assumed that the oscillator had been turned on 12 minutes
prior to the start of the flight. The 12-minutec period was
choscn to be compatible with a b-minute coarsc gyrocompass
and 420-second fine-align of the INS.

Figure 9 jillustrates the effects of oscillator warm-up when
it is not modeled in the user filter. The frequency offsget
present during warm-up appears directly as the predominant
contributor to frequency estimation error. This large fre-
quency offset results in an increasc in velocity error since
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the filter cannot properly allocate the large pseudo-range-
rate measurement residual. The clock phase error also in-
creases due to the warm-up induced frequency offset and con-
sequently user position errors are increased,

The use of warm-up initial conditions at 12 minutes after
oscillator turn-on is arbitrary; however, it is consistent
with the time frame imposed by the calibration of the INS.
If the oscillator were turned on at a point in time closer
to the start of the {light, the frequency offset would be
larger and consequently user navigation performance would be
degraded. Conversely, if a longer warm-up period were al-
lJowed, user navigation errors would tend to be closer to
their baseline values.

Acceleration - The effects of acceleration of the user clock
on navigation performance arc shown in Fig. 10. The fre-
guency errory arising from the g-sensitivity of the quartz
oscillator is readily apparent as the airbornc user tra-
verses the trajectory of Iig. 7. The impact of this fre-
quency error is manifest in the horizontal and vertical vel-
ocity errors. When the uscr resumes straight and level
flight following the third turn, the frequency error is re-
duced through processing of pseudo-range-rate measurements.
Since the filter model does not contain any information
about the acceleration sensitivity, the filter gains are
small at this point and do not weight the pseudo-range-
rate measurements heavily enough to remove the residual fre-
quency error entirely. One conseqguence of this residual
Trequency error is the large residual velocity error which
remains after straight and level flight is resumed.

The clock phase error grows Lo a maximum valuce of 200 m  as
the user proceeds through the turns and begins to rccover
during the straight and level portion of the flight. How-
ever, since the filter gains are small (the filter has no
information about the large clock phase error), the phase
error is not reduced rapidly. The large horizontal velocity
error (=1 mps) drives the horizontal position error to 60 to
70 m. The altitude crror results from the misallocation (by
the filter) of the large pscudo-range measurement residual
which 1is due to the c¢lock phase error (these errors are
highly correlated).

Shoeck - The effects on user navigation performance of a
shock to the receiver crystal oscillator are shown in Iig.
11. The sharp jump in frequency error is guitle evident as
is the rapid growth in c¢lock phase error due to this fre-
quency shift. These errors are subsequently reduced through
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processing of pseudo-range and pseudo-range-rate measure-
ments; however, the recovery is not rapid since the filter
gains are small during this latter portion of the flight,
and the position and velocity errors appear to diverge after
t = 350 seconds.

The performance projections presented above have graphically
demonstrated that a significant degradation in user naviga-
tion performance can result from environmmentally-induced os-
cillator errors. Rather than attempt to further isolate the
oscillator from its environment as a means to reduce the
navigation errors, it should be possible to reformulate the
user Kalman filter such that it "acknowledges" the simultan-
eous presence of all the envirommentally-induced error

sources. The dominant error sources which must be consid-
ered in the filter design are warm-up, acceleration and
shock.

In order to compensate for the impact of oscillator warm-up the
decaying exponential model developed above may be included in
the user filter. This approach is not applicable in the
case of either acceleration or shock since, for the accel-
eration sensitivity of the osgcillator, any explicit model
would require knowledge ot vehicle acceleration relative to
the crystal orientation within the oscillator - a much too
complex situation for a real time filter. Similarly, for
the case of a shock to the oscillator, a priori knowledge of
the time of occurrence of a shock is unlikely and such be-
havior cannot be described by a Gauss-Markov random process
model.

In light of this one simple method of improving the filter's
response to unknown accelerations or an unanticipated shock
is to add white process noise to the filter to increase the
variance of the frequency error state. This results in an
increased uncertainty associated with this filter state,
making it less sensitive to unmodeled errors.

Thus, modifying the user filter to include the model of os-
cillator warm=up [decaying exponential with initial wvariance
of (3.05 mps)z] and the additional white noise driving the
frequency error [spectral level, q = 1.83x10‘3(mps)2/sec)],
should provide adequate user navigation performance under
all environmental conditions. This performance is indeed
realized as shown in Fig. 12. For this run all of the en-
vironmental error sources discussed individually in the pre-
ceding paragraphs were included in the '"real world" clock
model. The horizontal position and velocity errors are in-
distinguishable from their values in the baseline run (in
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which it was assumed that no environmentally-induced errors
existed). The increase in altitude error during the second
turn is a result of the unmodeled phase error growth in the
turn. Due to the high correlation between altitude and

clock phase errors, the filter cannot distinguish between

the large phase error and the altitude errors, thus causing
an increase in the altitude error at the pseudo-range update.
Following the turn, the altitude erroy settles out at 4 to 5
m. A similar situation arises between vertical velocity and
clock frequency errors. The vertical velocity error increas-
cs at the pseudo-range-rate measurcment as a result of the
Jumps in frequency error but is reduced to about 0.05 mps
during straight and level flight. The altitude and vertical
velocity errors are much smaller with the modified filter
than they would be with the original filter (compare with

the errors resulting from acceleration of the oscillator pri-
or to the filter modification, shown in Fig. 10). Although
filter design was not the objective of this study, it should
be possible to further reduce these errors by including white
process noise driving the altitude and vertical velocity
states in the filter. This alternative was not pursued here.

It should be noted that this approach does have its disad-
vantages. In a relatively benign environment (e.g., small
accelerations, no unanticipated shocks, etc.), the inclusion
of additional process noige in the user f{ilter will lead to
a minor degradation in user navigation performance. The
tradeoff between improved filter performance in the presence
of environmental disturbances must be weighed against any
performance degradation which may arise in a benign environ-
ment when a [ilter design study is undertaken.

CONCLUSIONS

This paper has presented the development of a model for en-
vironmentally-induced errors in a satellite navigation sys-
tem receiver quartz crystal oscillator. The error sources,
which proved to be dominant in an airborne user scenario,
were acceleration, shock and oscillator warm-up. The tem-
perature and vibration sensitivities of the oscillator had
minimal impact on user navigation errors for the environment
considered in this study.

The environmental error sources have direct impact upon the
oscillator phase and frequency errors. Due to the high cor-
relation between clock errors and vertical channel errors,
large unmodeled phase and frequency errors tend to increase
altitude and vertical velocity errors at filter updates,
i.e., the filter cannot properly attribute the large pseudo-
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range and pseudo-range-rate measurement residuals to the
clock states alone and thus '"divides'" the large residual be-

tween clock and vertical channel errors. The horizontal po-
sition and velocity errors are insensitive to all but ex-
treme environmentally-induced errors (e.g., acceleration).

A simple modification of the user filter to model oscillator
warm-up and the effects of acceleration and shock substan-
tially improves user navigation performance if these error
sources are present. However, in the absence of these er-
rors the modified Tfilter introduces somc degradation in
user navigation performance. Careful "tuning" of the user
filter or an adaptive filtering mechanization could reduce
this sensitivity.
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QUESTION AND ANSWER PERIOD

MR. RUEGER:

Where did you come by the acceleration numbers? Are those
experimentally determined by your people?

MR. MEALY:

No, we don't do it. Dr. Hafner at ECOM provided some of it.
MR. RUEGER:

I was going to say that our experience has been factors of
4 higher than that in the coefficients that you might use.
I don't know that it doesn't create a problem.

MR. MEALY:

It is a factor of 4 higher, or a factor of 4 worse is what
it amounts to, so we haven't treated those.

DR. REINHARDT:

In your first slide, you seemed to indicate that you had
a model for generating flicker noise from white noise.
Was that true?

MR. MEALY:

Yes.

DR. REINHARDT:

And what kind of model is that?

MR. MEALY:

It is described in a paper I gave last May at the Frequency
Control Symposium. It is a transfer function that I can
discuss with you if you would like. It does work fairly
well, It is a shaping filter that works in the frequency

domain, such that,you shape the spectrum of the white
noise to follow F behavior.

DR. REINHARDT:
Does it work in a finite domain?
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MR, MEALY:

This was all generated using discrete time. It is a
continuous formulation, but can be cornverted to a discrete
time formulation.

DR. REINHARDT:

But doesg it work in a Iinite or infinite “requency domain?

MR. MEALY:

Oh, finite freguency range, but the 1imits are arbitrary.
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