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A B S T R A C T  

A Time Reference Distr ibution Technique f o r  synchro- 
nizing a d i g i t a l  conlmunications network has been 
previously described. In t h a t  technique, time 
reference information from the  highest ranking node 
in the  network was supplied t o  a l l  o ther  major nodes 
over the  best ava i l ab le  path t o  each one, a n d  provision 
was made f o r  reorganizing the  network t o  accommodate 
f a i l u r e s .  By referencing the  highest ranking node t o  
a time standard such as UTC, t h a t  standard of time i s  
made ava i l ab le  a t  a l l  major nodes with an accuracy 
dependent on the time t r a n s f e r  c a p a b i l i t i e s  of the  
transniission paths.  However, t h a t  technique f a i l s  t o  
apply rnuch of the  inforrrlation t h a t  could be used t o  
provide a more accurate and s t a b l e  (low phase f luc -  
t u a t i o n )  system. 

The improved Time Reference Dis t r ibut ion  Technique 
described here a l so  s e l e c t s  the  highest  ranking clock 
as master. In i t ,  the natural  hierarchy determined 
by the  network connectivi ty i s  employed; instead of 
only supplying tinling information over the  best  p a t h  
t o  each node, the  nodes determine the  e r r o r  in t h e i r  
local clocks e i t h e r  by using information from a l l  
neighboring ( d i r e c t l y  connected) nodes higher in the 
hierarchy than the  local node o r  by using information 
frorn a l l  neighboring nodes not lower in the  hierarchy.  
To do t h i s ,  information i s  exchanged between neighboring 
nodes and there  are  a s e t  of procedures o r  rules f o r  
applying t h i s  inforniation, These a r e  presented and d i s -  
cussed. 



I n t r o d u c t i o n  

D i g i t a l  communications have been growing a t  a  ve r y  r a p i d  r a t e  and a re  
be ing  more w i d e l y  appl  i ed .  Swi tched d i g i t a l  communications networks 
i n  which t h e  s i g n a l s  remain i n  d i g i t a l  form throughout  t h e  network 
a r e  be ing  developed. The problem of synch ron i z i ng  such a network i s  
much more complex than t h e  synch ron i za t i on  o f  i n d i v i d u a l  p o i n t - t o -  
p o i n t  d i g i t a l  communications systems. I n  d i g i t a l  p o i n t - t o - p o i n t  
communications, i t  i s  o n l y  necessary  t h a t  t he  r e c e i v e r  be c o r r e c t l y  
synchron ized t o  t h e  r e c e i v e d  b i t  s t ream and t h e r e  i s  no need t o  syn- 
ch ron ize  t he  t r a n s m i t t e r s .  I n  a network employing t ime d i v i s i o n  mu1 t i  - 
p l exe rs  and/or t ime  d i v i s i o n  swi tches,  each b i t  must be a v a i l a b l e  a t  
t h e  mu1 t i p l e x e r  a t  t h e  c o r r e c t  t ime  t o  f i l l  i t s  assigned t ime s l o t  i n  
t h e  i n t e r l e a v e d  b i t  stream. S ince  t h e  b i t s  t o  be i n t e r l e a v e d  a t  a  
t ime d i v i s i o n  mu1 t i p 1  exer  o r  s w i t c h  o r i g i n a t e  a t  many l o c a t i o n s  through-  
o u t  t h e  network,  i t  i s  impo r tan t  t h a t  t h e i r  sources be adequate ly  
synchronized. Va r i ab l e  s to rage  b u f f e r s  can be p l aced  i n  a l l  r ece i ved  
b i t  streams t o  a c t  as r e s e r v o i r s  i n  which t h e  b i t s  a re  t e m p o r a r i l y  
s t o r e d  u n t i l  t h e y  a re  needed. These b u f f e r s  can accommodate v a r i a t i o n s  
i n  t h e  t r a n s i t  t ime o f  t h e  s i g n a l  f rom one node t o  ano ther  and a l s o  
smal l  e r r o r s  i n  t h e  nodal c l ocks .  However, i t  i s  p r e f e r a b l e  t o  use 
o n l y  a  smal l  p o r t i o n  o f  t h e  a v a i l a b l e  b u f f e r  c a p a c i t y  i n  normal oper-  
a t i o n s  and rese rve  most o f  i t s  c a p a c i t y  f o r  cont ingency s i t u a t i o n s .  
One suggested method o f  p r o v i d i n g  t h e  d e s i r e d  t r a n s m i t t e r  synchron iza-  
t i o n  i s  t o  d i s t r i b u t e  an accura te  t ime  re fe rence  through t h e  network 
t o  a l l  o f  i t s  nodes [I, 2, 3, 41. 

A sw i tched  d i g i t a l  communications network i s  no rma l l y  made up o f  dup lex 
( t r ansm iss i on  i n  both d i r e c t i o n s  s imul taneous1y)  d i g i t a l  t r ansm iss i on  
l i n k s  which i n t e r c o n n e c t  t h e  nodes o f  t h e  network.  These duplex t r ans -  
m i ss i on  l i n k s  employ synch ron i za t i on  codes t o  a l l o w  t h e  r e c e i v e r s  t o  
be e a s i l y  synchron ized t o  t h e  r e c e i v e d  s i g n a l s .  The codes a re  chosen 
so as t o  be u n l i k e l y  t o  occur  as a  p a r t  o f  t h e  da ta  sequence. Th i s  
can be accompl ished e i t h e r  by s e l e c t i o n  o f  unique p a t t e r n s  o r  by  
t ransmi  t t i n g  t h e  synch ron i za t i on  code w i t h  a  g r e a t e r  r e g u l a r i t y  than  
i t  would randomly occur .  S ince synch ron i za t i on  o f  t he  r e c e i v e r  f o r  
each i n d i v i d u a l  t r ansm iss i on  1 i n k  t o  i t s  r ece i ved  s i g n a l  i s  r equ i r ed ,  
such a network has a n a t u r a l  bas i s  f o r  t h e  d i s t r i b u t i o n  o f  a  t ime  
re fe rence .  Each node can use i t s  l o c a l  c l o c k  t o  c o n t r o l  t h e  t ime  o f  
t ransmiss ion  o f  t h e  synch ron i za t i on  code f rom t h e  l o c a l  node. I t  
can use t h e  same l o c a l  c l o c k  t o  measure t h e  t ime  o f  r e c e p t i o n  o f  
t h e  synch ron i za t i on  code f r om t h e  o t h e r  end o f  t h e  t r ansm iss i on  l i n k .  
I f  t h e  nodes a t  t h e  two ends o f  the  l i n k  exchange these measurements, 
they  bo th  can determine t h e  d i f f e r e n c e  between t h e  two c l ocks  w i t h  
t h e  e f f e c t s  o f  t he  s i g n a l  t r a n s i t  t ime  removed (excep t  f o r  u s u a l l y  
smal l  asymmetry i n  t h e  two d i r e c t i o n s  o f  t ransmiss ion  and ins t rumenta -  
t i o n  e r r o r s )  [I, 2,  3, 41. T h i s  i s  accompl ished by s imp l y  s u b t r a c t i n g  
one measurement f rom the  o t h e r  and d i v i d i n g  by two. T h i s  t ime  compari- 



son of clocks a t  neighboring nodes can be used t o  pass a  time reference 
from the  master t o  o ther  nodes of the  network. 

A number of advantages f o r  using an accurate time reference f o r  syn- 
chronizing z d i g i t a l  comnlunications network a re  given in references 
[ I ,  41.  

Desirable Charac te r i s t i c s  f o r  -- a Digital Communications - Timing Subsystem 

Q u i t e  a la rge  number of des i rab le  c h a r a c t e r i s t i c s  can be l i s t e d  f o r  
the  timing subsystem of a  la rge  d i g i t a l  communications network [4]. 
Although i t  cannot be proved t h a t  these c h a r a c t e r i s t i c s  a r e  necessary, 
many of them are  widely accepted as des i rab le .  These include:  ( 1 )  
Any node should he able t o  obtain a l l  required timing information from 
i t s  neighbors ( d i r e c t l y  connected nodes) without need t o  communicate 
with more d i s t a n t  nodes; ( 2 )  The timing subsystem should accommodate 
f a i l u r e s  o r  des t ruct ion  of major pa r t s  of the  network and s t i l l  remain 
opera t ional ;  ( 3 )  Timing perturbat ions a t  a node should n o t  propagate 
t o  o ther  pa r t s  of the  network ( i . e . ,  when one node makes a  correc t ion  
o r  o ther  change in i t s  clock,  i t  i s  n o t  des i rab le  f o r  t h i s  t o  propagate 
t h r o u g h  the  network l i k e  fa1 l ing  dominoes); ( 4 )  There should be no 
closed timing loop t h a t  could po ten t i a l ly  cont r ibute  t o  system i n s t a -  
b i l i t y ;  ( 5 )  The timing subsystelli should pertnit systematic s e l f -  
monitoring t o  provide ea r ly  detect ion of nialfunctions so t h a t  they 
can be corrected before they in te r rup t  co~nniunications t r a f f i c ;  ( 6 )  The 
communications tirning subsysteni should be colnpati b l e  with o the r  tinling 
subsystems such as those employed f o r  navigat ion;  and ( 7 )  The timing 
subsystem should be se l f -organiz ing,  i n i t i a l l y  and following f a i l u r e s .  

A time reference d i s t r i b u t i o n  technique f o r  a d i g i t a l  communications 
network as  described e a r l i e r  [ I ]  provided these des i rab le  charac ter -  
i s t i c s ,  but did n o t  consider one o ther  important c h a r a c t e r i s t i c .  A n  
e r r o r  in a clock a t  a n y  level of the  timing hierarchy should n o t  
a f f e c t  the  measurement of the  clock e r r o r  a t  a n y  node lower i n  the  
hierarchy.  Further ,  the se lec t ion  o f  the paths fo r  d i s t r i b u t i o n  of 
the  time reference and the  measurement of the  e r r o r  i n  the  local  clock 
should be independent of the  correc t ion  o f  the  e r r o r s  in any of the  
o ther  nodal clocks.  This permits e r r o r  correc t ion  in any clock t o  be 
made with minimum perturbat ions of the  network while s t i l l  not i n t e r -  
f e r ing  with the  accurate measurement of the  e r r o r  i n  any other  clock. 
This can be accomplished very sirnply by having each node i n  the  net-  
work inform i t s  neighbors of the  rrieasured b u t  uncorrected e r r o r  in i t s  
own clock [ Z ] .  

Dist r ibut ion  of the Time Reference Through the  Network -- 

Figure 1 will  be used as an example d i g i t a l  communications network f o r  
the  discussion of time reference d i s t r i b u t i o n  through the  network. 
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The internodal connections of th i s  example network, as shown by the 
s t raight  l ines ,  represent one third of the total  possible internodal 
connections for  a 1 2  node network. If any single node of such a 
network i s  selected as the master for  the en t i re  network, for timing 
purposes, the internodal l inks of the network cause the nodes of the 
network to  f a l l  into a natural hierarchy with the selected master a t  
the highest level of the hierarchy. The second level of the hierarchy 
comprises a l l  nodes connected t o  the master; the third level consists 
of a l l  nodes connected to  the second level b u t  not to  a level higher 
than second; e tc .  Figure 2 shows th i s  hierarchy for  the network of 
Figure 1 when node A i s  selected as the master, while Figure 3 shows 
the hierarchy when node E i s  chosen as the master. 

In the time reference distribution technique described in ea r l i e r  
papers [ I ,  2 ,  3 ,  43, a simple s e t  of rules was employed a t  each node. 
Some of these rules were used t o  determine the relat ive error in the 
clocks a t  neighboring nodes. Other rules were employed to establish 
the best paths t o  the master from each node. The rules used to 
establish the best paths were essent ial ly  the rules described by 
Darwin and Prim [ S ]  for  self-organizing master-slave timing systems. 
In order to  apply these rules ,  each node i s  assigned a unique rank to  
be used in determining the order of succession to master and to  help 
resolve ambiguities tha t  could occur. Each transmission link i s  
assigned a demerit value and each node chooses t o  receive i t s  time 
reference through the particular neighbor that  will provide the lowest 
demerit path between the local node and the master. When the numbers 
next to the individual links of Figures 2 and 3 are used t o  represent 
the demerit values for the individual transmission links,  the best 
(lowest demerit) path from each node to  the master i s  shown by the 
dashed lines in these figures.  

I t  i s  obvious tha t  for  many nodes there are a large number of possible 
paths between tha t  particular node and the master. In Figure 2 ,  paths 
from the master to  node I for  which there i s  no backtracking through 
levels of the hierarchy include: A C I ,  ADI, AFI, A E C I ,  AFCI, ABDI, 
A C F I ,  AEJI, AFJI, ACEJI, ACFJI, ABGJI, AFCEJI, AECFJI, and ADBGJI. 
By combining timing information passed over these various paths, i t  
i s  possible to  provide greater timing accuracy. Also, the network 
does not have to be reorganized fol lowing some types of fai  1 ure that  
would require reorganization i f  only t h e  best path to  each node were 
used for  the time reference dis t r ibut ion.  However, for effective use 
of th i s  information from many different  paths a s e t  of rules or pro- 
cedures i s  needed. 

Each transmission link used for  a time reference transfer within the 
network will introduce some error  in the comparison of clocks a t  the 
two ends of the l ink. For a large number of l inks of a given type, 
these errors in the comparison of the clocks can be assumed to be 



random with a mean value of zero. Therefore, the  inaccuracy of a l ink  
can be characterized by the  standard deviat ion (or variance) o f  the  
expected e r r o r .  (Inaccuracy as used here r e f e r s  t o  the  inaccuracy, or 
e r r o r ,  o f  a clock e r r o r  measurement.) Figure 4 i l l u s t r a t e s  a tandem 
connection of f i v e  l i n k s .  Since the  e r r o r  ( i n  the measured d i f ference  
between two c locks)  associated with each of these l i n k s  ( i n  o ther  parts 
of the  t e x t  these  e r r o r s  a re  refer red  t o  as  inaccuracies of clock 
e r r o r  measurements) i s  assumed t o  come from a randoni d i s t r i b u t i o n  with 
zero mean, the  e r r o r s  ( inaccurac ies )  s t a t i s t i c a l l y  a d d  as  the  square 
root  of the  surn of the squares.  Therefore the  e r r o r  f o r  the tandem 
connection can be characterized as equation ( I ) ,  where the  E 's  repre-  

2 sen t  the  standard deviat ions and E i s  a variance.  

Figure 5 i l l u s t r a t e s  two nodes connected by two paths in p a r a l l e l .  In 
t h i s  case ,  we would expect a combined accuracy t h a t  would be s t a t i s -  
t i c a l l y  b e t t e r  (based on more samples) t h a n  t h a t  o f  e i t h e r  p a t h  by 
i t s e l f .  Let the  nleasurement made over the  f i r s t  o f  the  two paths be 
M1 = V + E , where V i s  the  t r u e  value and E l  i s  the e r r o r  introduced 
by the  f i r i t  path. S imi lar ly ,  l e t  the  measurement over the  second 
path be M = V -t E . I t  i s  des i rab le  t o  weight and  combine these  two 
measuremegts i n  sugh a way as t o  obtain the s t a t i s t i c a l l y  most accu- 
r a t e  measurement. See equation ( 2 ) .  

The weighting f a c t o r s  W and W E  a p p l y  t o  both the t rue  values and the  
e r r o r s .  A1 though the  w&ighted t rue  values add 1 i n e a r l y ,  the  i.!eighted 
e r r o r  values ( b e i n g  random) a d d  a s  the  square root of the  s u m  of the 
squares,  so t h a t :  

Since i t  i s  desired t h a t  the  combined r e s u l t  M be the  t r u e  value 
with a s t a t i s t i c a l l y  minimum e r r o r ,  \dl plus ~ ~ ~ r f l u s t  be equal t o  1 ,  and 
the  expression under the radical  sign must be made minirnuni by the 
se lec t ion  of W1 and W . Subst i tu t ing  (1-W ) f o r  Id i n  ( 3 )  and f inding 
the  value of W t h a t  ginirnires the  statistical e r r &  qives (41, and 
subt rac t ing  t h l s  value of W, from 1 qives W ,  as shown in ( 5 ) .  



Putting these weighting factors in ( 2 )  gives ( 6 ) :  

By using t h i s  
parallel p a i r ,  
procedure unti 
desired weight 
paral 1 el paths 

combined value as given by ( 6 )  as one member of a  new 
computing a new combined value, and repeating th i s  

1 the total  number of paral le l  paths are included, the 
,ing factor for  the measurement from the path p of n 

can be written as ( 7 ) .  

The resulting s t a t i s t i c a l  error  for  the combined measurement based on 
n parallel paths as found by substi tuting the weighting factors of ( 7 )  
into ( 3 )  i s  given by (8 ) .  



- 

The information of equations ( 1  ) through ( 8 )  can be applied in com- 
bining timing information passed over several d i f f e r en t  p a t h s .  This 
wil l  improve the timing accuracy a t  some nodes of the network, b u t  
the applicat ion of the information should follow a su i t ab le  s e t  of 
ru les .  

Rules fo r  Time Reference Distr ibution Via Multiple Paths 

Some basic considerations t ha t  influence the choice of timing infor-  
mation t o  be t ransferred within the network and the se lect ion of a 
pa r t i cu la r  s e t  of ru les  f o r  using t h i s  information will be discussed 
p r io r  t o  the presentation of a su i t ab le  s e t  of ru les .  

Rather than t rans fe r r ing  a l l  timing information t o  a s inqle  location 
where a common processor can be used fo r  a l l  timing information from 
a l l  nodes, i t  i s  much simpler and  more r e l i ab l e  i f  each node of the 
network can receive a l l  required timing information from i t s  neighbors 
( d i r ec t l y  connected nodes) and use t h i s  information in a ra ther  simple 
local processor (microprocessor). In a  network em~loyi  ng a central  ized 
processor, the common processor becomes a point of high vul nerabi 1 i t y  
t h a t  reduces network r e l i a b i l i t y  and surv ivab i l i ty ;  and the ef f ic iency 
of u t i l i z a t i on  of transmission f a c i l i t i e s  i s  reduced because of the 
large amount of information t ha t  must be t ransferred t o  a n d  from the 
central  processor in order t o  serve nodes throughout the network. 
Therefore, i t  i s  des i rable  t ha t  a l l  timing infornation required by 
any node e i t he r  be stored a t  t h a t  node or be supplied by i t s  neighbors 
without any need fo r  any node t o  communicate with nodes more d i s t an t  
than i t s  own neighbors. 

Consider combining timing information a t  node B o f  Figure 6 t ha t  comes 
over the paths A B  and A C B .  I f  t h i s  combined measurement a t  node B i s  
then used t o  determine a combined timing measurement a t  node C ,  t h i s  
new node C measurement could then be used t o  determine a  new combined 
measurement a t  node B which could be used t o  determine a new one a t  
C ,  e t c .  The resul t ing i t e r a t i v e  process would change the timing a t  
nodes B a n d  C over a larqe number of i t e r a t i ons  without introducing 
any new measurements from node A .  The passinq of information back and 
fo r th  between nodes R and C cannot improve i t s  accuracy, b u t  could 
possibly introduce additional e r ro r  due to  the l ink BC each time the 
l ink i s  t raversed.  I t  i s  des i rable  to  provide rules  t ha t  will make 
e f fec t ive  use of combined timing information froni mu1 t in1 e paths 
while preventing such i t e r a t i o n s .  These i t e r a t i ons  can be avoided i f  
each node i s  prevented from using timing information t ha t  has been 
previously influenced by t ha t  same node. To accomplish t h i s  a n d  s t i l l  
make e f fec t ive  use of timing information over many multiple paths, 
two c lasses  of timing information can be maintained a t  each node. 
Class 1  timing information (clock e r ro r  measurements a n d  inaccuracy 
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values for those measurements) i s  based only on information received 
from nodes higher in the hierarchy than the local node, while Class 2 
timing information i s  based on information received from a l l  nodes 
n o t  lower in the hierarchy (those a t  the same level in addition to  
those higher). If only Class 1 information i s  used, there will be no 
closed feedback paths, b u t  useful information from other nodes a t  the 
same level in the hierarchy will not be used in determining the clock 
errors .  I f ,  when deriving Class 2 timing information a node uses 
Class 2 information from other nodes higher in the hierarchy b u t  i s  
restr ic ted t o  only Class 1 information from nodes a t  the same level 
in the hierarchy, the closed paths will s t i l l  be avoided and the 
undesirable i terat ions will be avoided. Some of the other consider- 
ations in selecting the particular system were l i s t ed  in a previous 
section. 

In order to provide an effect ive self-organizing method of accurately 
distributing a time reference through a digi ta l  communications network, 
information i s  exchanqed between neighboring nodes. This information 
i s  applied in compliance with a se t  of rules.  These rules are dis- 
cussed in the tex t  a f t e r  the following l i s t  of information which i s  
transmitted by each node t o  i t s  neighbors: 

INFO 1 .  Rank of the clock used as the master time reference for  
the local clock. (This information i s  used to assure 
that  the highest ranking clock in the network i s  used 
as  master and to  establish the order of precedence to  
master when a master f a i l s . )  

INFO 2.  Number of l inks between the local node and i t s  master 
time reference.  h his information i s  used to  establish 
the desired hierarchy.) ("Local node" i s  used in th i s  
discussion as a particular node under discussion which 
transmits information to  i t s  neighbors and receives 
information from them.) 

INFO 3. Time of the clock a t  the remote end of the link (including 
the e f fec t  of the time required for  the signal to  t r ans i t  
from the remote node to  the local node) as measured by 
the clock a t  the local node. (This information i s  used 
t o  determine the difference between the clocks a t  the 
two ends of the link with the signal t r ans i t  time removed 
from the comparison. ) 

INFO 4 A .  Measured b u t  uncorrected error in the local clock based 
on information from those neighbors hiaher in the timing 
hierarchy t h a n  the local node. (The term measured error  
as used here includes errors obtained by mathematically 



combining o ther  nleasurements and the  e r r o r  in t h i s  
measured e r r o r  will  be ca l led  i t s  inaccuracy.)  (The 
resu l t ing  Class 1 e r r o r  information i s  passed t o  a l l  
neighbors not lower- in the timing hierarchy t h a n  the  
local node a n d  can be used by neighbors a t  the  same 
level t o  determine t h e i r  Class 2 e r r o r s ,  or by nodes 
a t  higher l eve l s  t o  aid in system monitoring.)  

INFO 4B. Sarne a s  4A, except based on information from those 
neighbors not lower in the  hierarchy t h a n  the  local 
node ( c l a s s  information from the  same level  and 
Class 2 from higher l e v e l s ) .  (The resu l t ing  Class 
2 e r r o r  information i s  passed t o  a l l  neighbors lower 
in the  hierarchy than the  local node f o r  use in 
determining t h e i r  Class 1 e r r o r s .  ) 

INFO 5 A .  Estimated inaccuracy, s t a t ed  as a variance ( o r  
standard d e v i a t i o n ) ,  of the  local clock based on 
information from a l l  neighboring nodes higher in 
the  hierarchy than the local node. (The resu l t ing  
Class 1 information i s  passed t o  a l l  neighbors not 
lower in the  timing hierarchy t h a n  the  local node, 
and i t  can be used by neighbors a t  the  same level  
t o  determine weighting f a c t o r s  ( see  discussion of 
equation 7 )  f o r  combining INFO 4B information from 
t h e i r  neighbors in to  a Class 2 measured e r r o r . )  

INFO 56. Same as  5A except based on information from a l l  
neighbors n o t  lower in the  timing hierarchy than 
the  local node. (This r e su l t ing  Class 2 information 
i s  passed t o  a l l  neighbors lower in the  timing 
hierarchy than the  local node f o r  use in determining 
weighting f a c t o r s  (see  discussion of equation 7 )  
f o r  combining INFO 4A information in to  a Class 1 
measured e r r o r .  ) 

Notice t h a t  the two c lasses  of information under i ten1 4 and the  two 
c lasses  of information under iteni 5 a re  dist inquished by the sources 
of information used t o  obtain them and a l so  by the  nodes t h a t  make 
use of them. When the  ru les  f o r  t h e i r  use a re  a l so  considered, i t  
wil l  be observed t h a t  they prevent t h e  fnrrnlation of the clcsed feed- 
back p a t h s .  

Each node appl ies  the  following s e t  of ru les  f o r  the  use of the  infor-  
mation received from i t s  neighbors. 

Rule 1 A node i n i t i a l l y  entering the  network wi l l  use i t s  own 
clock as  i t s  time reference unt i l  a b e t t e r  reference can be de te r -  



mined. I t s  own clock provides a  basic time reference to which the 
node always returns when i t  has no better reference available. Under 
these conditions, the local node supplies the rank of i t s  own clock 
t o  i t s  neighbors as INFO 1 .  

R U L E  2 The f i r s t  type of information received from neighboring 
nodes, INFO 1 ,  provides the local node with the rank of the clock used 
as the master time reference by each of i t s  neighbors. I f  one or more 
neighbors' reference clocks outrank the local clock, the node will 
select  those neighbors (or  the single neighbor) referencing the high- 
e s t  ranking master and use them (or i t )  in determining i t s  own time 
reference, i - e . ,  measuring the error  in i t s  own clock. The rank of 
the master time reference used by the selected neighbors will be 
supplied to  a l l  neiqhbors as INFO 1 ,  i . e . ,  the rank of the clock used 
as master for  the local node. Continued application of th i s  rule by 
a l l  nodes will resul t  in a l l  nodes referencing the same highest rank- 
ing master clock. 

R U L E  3 If the local node i s  referencing i t s  own clock there are 
no  links between the local node and i t s  master reference and th i s  
information i s  supplied t o  i t s  neighbors as INFO 2 .  The second type 
of information, INFO 2 ,  as received from i t s  neiqhbors provides the 
local node with information about the number of links between each 
neighboring node and that  neighbor's master time reference. Unless 
the clock a t  the local node outranks the master reference of a l l  of 
i t s  neighbors, the number of l inks between the local node and the 
master i s  greater by one than that  of the neighbors (or neighbor) 
selected by rule 2 which have the leas t  number of links between them- 
selves and the i r  master. This information i s  supplied t o  the neigh- 
boring nodes as INFO 2 .  Continued application of th i s  rule will 
resul t  in establishing the desired natural hierarchy such as shown in 
Figures 2 and 3. INFO 2 information as transmitted to  neighboring 
nodes and as received from them indicates the position in the hier- 
archy of the local node relat ive ts each of i t s  neighbors. 

R U L E  4 The third type of information, INFO 3,  as received from 
neighboring nodes provides the local node with the time difference 
between the local clock and the clock a t  each neighboring node 
(including the signal t r ans i t  time from the local node to  the neigh- 
boring node. ) INFO 3 as transmitted to  the corresponding neighboring 
node i s  subtracted from th i s  information, and the difference i s  
divided by 2.  This provides a  measurement of the actual time d i f fe r -  
ence (no t r ans i t  time included) between the local clock and the clock 
a t  each neighboring node [ I ,  2 ,  3, 41. 

R U L E  5 Each neighboring node not higher in the hierarchy than 
the local node transmits t o  the local node, as INFO 4A, the Class 1 
measured b u t  uncorrected error  of i t s  own clock, i . e . ,  the error  



d e t e r m i  ned u s i n g  i n f o r m a t i o n  from t h a t  n e i g h b o r ' s  n e i g h b o r s  t h a t  a r e  
h i g h e r  i n  t h e  h i e r a r c h y  than  t h e  ne i f l hbo r .  S i m i l a r l y ,  each n e i g h b o r  
h i g h e r  i n  t h e  h i e r a r c h y  than  t h e  l o c a l  node t r a n s m i t s  t o  t h e  l o c a l  
node, as I N F O  4B, t h e  C lass  2 measured b u t  u n c o r r e c t e d  e r r o r  i n  i t s  
own c l o c k ,  i . e . ,  t h e  e r r o r  de,Lermined u s i n q  i n f o r m a t i o n  f r o m  t h a t  
n e i g h b o r ' s  n e i g h b o r s  t h a t  a r e  _not l o w e r  i n  t h e  h i e r a r c h y  t h a n  t h e  
n e i g h b o r .  As r e c e i v e d ,  t h i s  i n f o r m a t i o n  g i v e s  a  measured b u t  unco r -  
r e c t e d  e r r o r  f o r  each n e i g h b o r i n g  node. To t h i s  i s  added t h e  d i f f e r -  
ence between t h e  l o c a l  c l o c k  and each n e i g h b o r i n g  c l o c k  as de te rm ined  
by  r u l e  4. The r e s u l t  i s  a  s e t  o f  e r r o r  measurements f o r  t h e  l o c a l  
c l o c k  based on i n f o r m a t i o n  f r o m  each o f  i t s  n e i g h b o r s .  (The reason  
f o r  u s i n g  C lass  1  i n f o r m a t i o n  f r o m  some n e i g h b o r s  and C lass  2 i n f o r -  
m a t i o n  f r o m  o t h e r s  i s  t o  a v o i d  c l o s e d  feedback p a t h s  w h i l e  s t i l l  
making v e r y  e f f e c t i v e  use of  t h e  a v a i l a b l e  i n f o r n i a t i o n .  ) 

Ru le  6 Each n e i g h b o r i n g  node n o t  h i g h e r  i n  t h e  h i e r a r c h y  t h a n  t h e  
l o c a l  node t r a n s m i t s  t o  t h e  l o c a l  node, a s  INFO 5A,  t h e  e s t i m a t e d  
inaccu racy ,  s t a t e d  as a  v a r i a n c e  ( o r  s t a n d a r d  d e v i a t i o n ) ,  o f  i t s  C lass  
1 measured e r r o r .  S i m i l a r l y ,  each n e i g h b o r i n q  node h i g h e r  i n  t h e  
h i e r a r c h y  t h a n  t h e  l o c a l  node t r a n s m i t s  t o  t h e  l o c a l  node, as  INFO 5B, 
t h e  e s t i m a t e d  i n a c c u r a c y ,  s t a t e d  as a  v a r i a n c e  ( o r  s t a n d a r d  d e v i a t i o n ) ,  
o f  i t s  C lass  2 measured e r r o r .  T h i s  i n f o r m a t i o n ,  as r e c e i v e d ,  i s  t h e  
e s t i m a t e d  i n a c c u r a c y  o f  t h e  measured b u t  u n c o r r e c t e d  e r r o r  a s s o c i a t e d  
w i t h  each n e i g h b o r i n g  node. Add t o  each member o f  t h i s  s e t  o f  i n f o r -  
m a t i o n  ( d i r e c t l y  i f  s t a t e d  as v a r i a n c e s  o r  as t h e  square r o o t  of t h e  
sum o f  t h e  square; i f  s t a t e d  a s  s tandard  d e v i a t i o n s )  t h e  e s t i m a t e d  i n -  
accu racy  o f  t h e  l i n k  between each n e i g h b o r  and t h e  l o c a l  node as  
de te rm ined  d u r i n g  e n g i n e e r i n g  des ign .  The r e s u l t  i s  a  s e t  o f  i n a c c u -  
r a c i e s  f o r  t h e  s e t  o f  measured e r r o r s  i n  t h e  l o c a l  c l o c k  based on 
i n f o r m a t i o n  f r o m  each n e i g h b o r .  

The e s t i m a t e d  i n a c c u r a c y  a t t r i b u t e d  t o  t h e  l i n k  between t h e  l o c a l  node 
and a  n e i g h b o r  as e s t a b l i s h e d  d u r i n g  e n g i n e e r i n g  d e s i g n  i n c l u d e s  sev- 
e r a l  parameters .  I t  i n c l u d e s  an e f f e c t  due t o  t h e  d i f f e r e n c e s  i n  
s i g n a l  t r a n s i t  t i m e  i n  t h e  two d i r e c t i o n s  o f  t h e  dup lex  l i n k  wh ich  
i n c l u d e s  d e l a y  d i f f e r e n c e s  i n  t h e  t r a n s m i t t e r s  and r e c e i v e r s  a t  t h e  
two ends o f  t h e  l i n k .  I t  a l s o  i n c l u d e s  i n a c c u r a c i e s  i n  t h e  equipment 
used t o  measure t i m i n g  d i f f e r e n c e s  between t h e  r e c e i v e d  s i g n a l  and t h e  
l o c a l  c l o c k .  

Ru le  7 From t h e  s e t  o f  e r r o r  measurements f o r  t h e  l o c a l  c l o c k  
as  de te rm ined  by  r u l e  5, and t h e  a s s o c i a t e d  i n a c c u r a c i e s  de te rm ined  
by  r u l e  6, o n l y  t h o s e  f o r  ne ighbors  h i g h e r  i n  t h e  t i m i n g  h i e r a r c h y  
t h a n  t h e  l o c a l  node a r e  s e l e c t e d .  These e r r o r  measurements a r e  
combined a c c o r d i n g  t o  e q u a t i o n  ( 6 )  t o  de te rm ine  a C lass  1 measurement 
o f  t h e  e r r o r  i n  t h e  l o c a l  c l o c k ,  i . e , ,  one based on n e i g h b o r s  h i g h e r  
i n  t h e  h i e r a r c h y  t h a n  t h e  l o c a l  node. T h i s  i s  s u p p l i e d  as INFO 4A, 



the measured error  in the local clock, to a l l  neighbors n o t  lower in 
the timing hierarchy than the local clock. 

Rule 8 From the se t  of inaccuracies determined by rule 6 only 
those for  neighboring nodes higher in the hierarchy than the local 
node are selected. These are combined according to  equation ( 7 )  to  
determine the inaccuracy for  the measured error  in the local clock 
based on information from neiqhbors higher in the hierarchy than the 
local node. This information i s  supplied as INFO 5A t o  a l l  neighbors 
not lower in t h e  timing hierarchy than the local node. - 

Rule 9 From the se t  of error  measurements for  the local clock as 
determined by rule 5 and the associated inaccuracies determined from 
rule 6 ,  a l l  those for  neighbors - not lower in the hierarchy than the 
local node are selected. These error  measurements are combined 
according t o  equation ( 6 )  t o  determine a Class 2 measurement of the 
error in the local clock, i . e . ,  one based on a1 1 those neighbors - not 
lower in the timing hierarchy than the local node. This i s  supplied 
as INFO 4B, the measured error  in the local clock, t o  a l l  neighbors 
lower in the timing hierarchy than the local clock. 

Rule 10 From the se t  of inaccuracies determined by rule 6 a l l  
those for  neighbors n o t  lower in the timing hierarchy than the local 
node are selected. These inaccuracies are combined according to  
equation ( 7 )  t o  determine the inaccuracy for  the measured error  in 
the local clock based on information from a l l  those neighbors not 
lower in the timing hierarchy than the local node. This inaccuracy 
information i s  provided as INFO 5B  t o  a l l  neighbors lower in the 
timing hierarchy than the local node. 

The combining of information over several different  paths, in addi- 
tion to  providing more accurate time measurements a t  many nodes 
remote from the master, reducing the need for  massive reorganization 
of the network following some fai lures  as required when using only the 
best path, also provides the possibi l i ty  for  quantitative evaluation 
of the f i tness  of the timing subsystem. Since each time error measure- 
ment ( the term measurement as used here includes the mathematical 
combination of measurement information from different  sources) has a 
corresponding estimated inaccuracy, these time error  measurements and 
the i r  corresponding inaccuracy estimates can be used to  provide a 
quantitative alarm system. This leads to  rule 11. 

Rule 11 Rule 5 provides a se t  of error  measurements for  t he  local 
clock based on information from each neighboring node. Rule 6 pro- 
vides a corresponding se t  of inaccuracies for  these error  measure- 
ments. Rule 9 provides a combined measurement for  the error  in the 
local clock. Rule 10 provides a corresponding inaccuracy for  the 



combined measurement. The combined measurement as determined by ru le  
9 i s  subtracted from each member of the s e t  of e r ro r  measurements 
determined by ru le  5 .  The resul t ing s e t  gives the difference between 
each individual measurement and the combined measurement. The inaccu- 
racy ( s ta ted  as a  variance) determined by ru le  10  i s  added t o  each 
member of the s e t  of inaccuracies obtained by rule  6 ( a l so  s ta ted  as 
a  variance) and the square root  of each member of t h i s  s e t  i s  taken 
t o  obtain a  s e t  of estimates of the standard deviations of the clock 
e r ro r  measurements based on information fro111 each neighbor re1 a t i ve  
t o  the combined clock e r ro r  measurement. Each member of the s e t  of 
differences between individual measurements and the combined measure- 
ment i s  divided by the estimate of the corresponding standard devia- 
t ion  to  obtain a normalized s e t  of r a t i o s .  The lowest level alarm 
could be activated when the r a t i o  reaches 2 .  This would not be very 
s ign i f i can t  because t h i s  r a t i o  would have approximately a 5% proba- 
b i l i t y  of occurrence in a normally operating system. A second level 
alarm when the r a t i o  reaches 3 should be qu i te  s ign i f i can t  s ince  i t s  
probabi l i ty  of occurrence in a  normally operating system should be 
only about 0.3%. A th i rd  level alarm when the r a t i o  reaches 4 should 
i n i t i a t e  some form of a problem investigation since i t s  probabi l i ty  
in a  normally operating system should be l e s s  than 0.01%. A fourth 
level alarm when the r a t i o  reaches 5 should i n i t i a t e  de f i n i t e  cor- 
r ec t ive  action since i t s  probabil i ty in a normally operating system 
might be expected t o  be l e s s  than one in a  mi l l ion.  

There a r e  a lso  other c apab i l i t i e s  f o r  checking f o r  an erroneous infor-  
mation exchange. For example, the node serving as master should re fe r -  
ence i t s  own clock and inform i t s  neighbors t h a t  there  a re  zero nodes 
between i t s e l f  and i t s  master. Every node connected d i r ec t l y  t o  the 
master should inform i t s  neighbors t ha t  i t  has one l ink between i t -  
s e l f  and i t s  master. If any neighboring node t e l l s  the master t ha t  
there i s  other than one l ink between i t s e l f  and the master, the master 
can i n t e rp r e t  t h i s  as detection of a  problern. For every node in a  
s t ab i l i zed  operating system, e i t he r  each neighboring node should be 
reporting the same number of l inks  between i t s e l f  a n d  the master as  
the  local node, or i t  should be reporting one more or one l e s s  than 
the local node. Any node receiving a  report  from one of i t s  neighbors 
t h a t  the neighbor's distance from the  master d i f f e r s  by more than one 
from the  local node's distance from the master has detected a  problem 
tha t  should e i t he r  cause reorganization of the network or other cor- 
r ec t ive  act ion.  

The procedure presented here for providing a very good time reference 
d i s t r ibu t ion  through a  d ig i t a l  communications network i s  based on an 
assumption tha t  the d i f fe ren t  paths passing the  time reference between 
two nodes are  independent, i . e . ,  do not share any of the same t rans-  
mission l inks .  Although t h i s  independence does not always e x i s t ,  the 
degradation due to  the dependencies t ha t  do e x i s t  should generally be 



acceptable.  I t  i s  t h i s  assumption of  independence t h a t  makes i t  
p o s s i b l e  t o  p rov ide  an accura te  t ime  reference d i s t r i b u t i o n  through 
t h e  network by t h e  a p p l i c a t i o n  of  s imp le  procedures and c a l c u l a t i o n s  
a t  each node us ing  o n l y  s imp le  in fo rmat ion  from ne ighbor ing  nodes. 
I n  o rde r  t o  a l l o w  f u l l y  f o r  dependent paths through t h e  network, i t  
would be necessary t o  keep a  r e c o r d  o f  a l l  dependent paths and make 
t h e  necessary in fo rmat ion  a v a i l a b l e  a t  every  l o c a t i o n  where a  c a l c u l  a- 
t i o n  i n v o l v i n g  a p a r t i c u l a r  dependent pa th  i s  made. Th i s  would impose 
a  very  g r e a t  inc rease  i n  b o t h  communications and computat ion suppor t  
t o  t he  t i m i n g  subsystem. Because of  t h e  ex tens i ve  inc rease  i n  cornpu- 
t a t i o n  and cornmuni ca t i ons  r e q u i r e d  t o  pe rm i t  f u l l  cons ide ra t i on  of 
dependent paths, i t  i s  recommended t h a t  t h e  independence assumption 
be made and t h a t  t h e  s imple procedures descr ibed  above be a p p l i e d  t o  
o b t a i n  improvements over  t ime  re fe rence  d i s t r i b u t i o n  v i a  o n l y  t h e  
b e s t  path.  The assumption o f  independent paths w i l l  i n d i c a t e  an 
apparent accuracy which i s  somewhat g r e a t e r  than t h e  ac tua l  accuracy. 
The ac tua l  accuracy w i l l  u s u a l l y  1  i e  somewhere between t h e  accuracy 
ob ta ined  us ing  o n l y  t h e  b e s t  pa th  and t h e  accuracy i n d i c a t e d  by us ing  
t h e  above r u l e s .  One method o f  p a r t i a l l y  compensating f o r  t h e  e f f e c t  
o f  dependent paths migh t  be t o  s e l e c t  a  t y p i c a l  network arrangement 
us ing  t y p i c a l  l i n k  inaccurac ies ,  c a l c u l a t e  t he  inaccuracy  a t  each 
node by t h e  above r u l e s  and a l s o  c a l c u l a t e  i t  t a k i n g  dependent paths 
i n t o  cons ide ra t i on .  The average d i f f e r e n c e  between t h e  two methods 
c o u l d  be determined f o r  each l e v e l  i n  t h e  h i e r a r c h y  and s t o r e d  a t  
every  node. Then t h i s  average va lue f o r  t h e  l o c a l  node 's  l e v e l  i n  
t h e  h i e r a r c h y  cou ld  be added t o  t h e  va lue  ob ta i ned  us ing  t h e  s e t  of 
r u l e s  above. The r e s u l t  might  be expected t o  be s t a t i s t i c a l l y  more 
accura te  than j u s t  accep t ing  t h e  va lue  us ing  t h e  assumption o f  pa th  
independence w i t h  no a t tempt  t o  compensate. 

Table I shows t h e  inaccurac ies ,  expressed as var iances,  f o r  t h e  
measurement o f  t h e  l o c a l  c l o c k  e r r o r s  f o r  each node o f  F i gu re  1 when 
node A i s  t h e  master as shown i n  F igu re  2. Table I 1  shows t h e  
inaccurac ies  when node E i s  t h e  master as shown i n  F igu re  3. These 
eva l  ua t i ons  were ob ta i ned  us ing  t h e  1  i n k  inaccurac ies  (expressed as 
var iances)  shown i n  F igures 2 and 3 by app l y i ng  t h e  r u l e s  g iven  above. 
The a p p l i c a t i o n  o f  t h e  r u l e s  r e q u i r e s  t h a t  t h e  Class 1  inaccuracy  a t  
a node i s  ob ta i ned  f rom the  Class 2 i naccu rac ies  o f  nodes h ighe r  i n  
t h e  h i e r a r c h y  than  t h e  l o c a l  node w h i l e  t h e  Class 2 inaccuracy a t  a  
node i s  ob ta i ned  by  combining t h e  Class 2 inaccurac ies  o f  ne ighbo r i ng  
nodes h ighe r  i n  t h e  h i e r a r c h y  than t h e  l o c a l  node w i t h  t h e  Class 1  
i naccu rac ies  o f  ne ighbors a t  t h e  same l e v e l  i n  t h e  h i e r a r c h y  as t h e  
l o c a l  node. I n  each case the  l o c a l  c l ock  e r r o r  measurement w i t h  Class 
2 inaccuracy i s  a v a i l a b l e  f o r  use a t  t h e  l o c a l  node. As observed f rom 
t h e  t ab les ,  the  l o c a l  c l ock  e r r o r  measurement w i t h  Class 2 inaccuracy  
i s  n e a r l y  always more accura te  than t h a t  ob ta i ned  us ing  t h e  bes t  path.  
Because dependent paths were n o t  taken i n t o  cons ide ra t i on  t h e  ac tua l  
inaccuracy i s  p robab ly  between these two. 
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F I G U R E  1 .  E X A M P L E  OF A 12  NODE NETWORK 
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NUMBERS BY L I N K  L I N E S  ARE I N A C C U R A C I E S  ( V A R I A N C E S )  
- - -- DASHED L I N E S  REPRESENT BEST T I M E  REFERENCE P A T H S  

F I G U R E  2 .  E X A M P L E  NETWORK OF F I G U R E  1 ARRANGED I N  
A H I E R A R C H Y  WITH NODE A AS M A S T E R  
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NUMBERS BY LINK LINES ARE INACCURACIES (VARIANCES) 
-4  --- DASHED L I N E S  REPRESENT BEST T IME REFERENCE PATHS 

F I G U R E  3.  EXAMPLE NETWORK OF FIGURE 1 ARRANGED I N  
A IIIERARCHY WITH  NODE E AS MASTER 



FIGURE 4. TANDEM L I N K  EXAMPLE 

E 1 

I- FIGURE S. PARALLEL L I N K  EXAMPLE 

FIGURE 6. EXAMPLE T H R E E  NODE NETWORK 
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